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ARTICLE DETAILS  ABSTRACT 

Research Paper  Artificial Intelligence (AI) has revolutionized digital content creation, 

but its misuse has led to a rise in AI-generated misinformation and 

deepfakes, posing significant legal and ethical challenges. Deepfakes—

hyper-realistic manipulated videos, audios, and images—are 

increasingly used for disinformation, fraud, political propaganda, and 

cybercrimes. While various countries, including India, the United States, 

the European Union, and China, have begun formulating legal 

frameworks to tackle this issue, the challenge remains evolving due to 

rapid technological advancements. This paper examines the legal 

responses to deepfakes and AI-generated misinformation in India and 

globally, analyzing their effectiveness, challenges, and the need for an 

international regulatory framework. 
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1.Introduction 

The word "intelligence" originates from the Latin term intelligentia, derived from intelligere, which means 

"to understand, comprehend, or discern." The Latin root combines inter- (meaning "between") and legere 

(meaning "to choose, pick, or read"), indicating the ability to distinguish and make decisions based on 

understanding. 

In Old French, the term evolved into intelligence, maintaining its meaning of wisdom, knowledge, and 

comprehension. By the 14th century, Middle English adopted the word, using it to describe mental 

capacity, reasoning ability, and knowledge acquisition. 

Over time, "intelligence" has taken on specialized meanings, including cognitive ability, problem-solving 

skills, and even espionage-related information gathering (as seen in military and government contexts). In 
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the modern era, the term also applies to Artificial Intelligence (AI), referring to machines capable of 

learning and decision-making. 

Intelligence is broadly defined as the ability to acquire, understand, and apply knowledge and skills to 

solve problems, adapt to new situations, and reason effectively. It encompasses cognitive functions such 

as perception, memory, reasoning, problem-solving, and learning. 

• Oxford English Dictionary: "The ability to learn, understand, and apply knowledge and skills, 

especially in problem-solving and decision-making." 

• American Psychological Association (APA): "The global capacity to think rationally, act 

purposefully, and deal effectively with the environment." 

• Howard Gardner (Multiple Intelligences Theory): Intelligence is not a single ability, but a 

collection of multiple intelligences, including linguistic, logical-mathematical, spatial, musical, 

bodily-kinesthetic, interpersonal, intrapersonal, and naturalistic intelligence. 

• Artificial Intelligence Context: Intelligence in AI refers to a system’s ability to process 

information, recognize patterns, and make autonomous decisions based on data and algorithms. 

The definition of intelligence varies across disciplines, including psychology, neuroscience, education, 

and computer science, but it fundamentally relates to learning, adaptability, and problem-solving skills. 

AI-powered deepfakes and misinformation have blurred the lines between reality and deception, creating 

concerns over national security, democratic integrity, and personal privacy. In recent years, deepfake 

technology has been exploited to generate false political speeches, misleading media content, and 

manipulated videos of public figures, raising ethical and legal dilemmas. Countries worldwide are 

grappling with how to regulate such technology without stifling legitimate innovation and free speech. 

This paper explores the legal framework surrounding AI-generated misinformation and deepfakes, 

comparing India's legal position with international regulations. 

Artificial Intelligence (AI) refers to the simulation of human intelligence in machines that are programmed 

to think, learn, and make decisions. It involves algorithms and computational models that enable 

computers to perform tasks that typically require human cognitive abilities, such as problem-solving, 

speech recognition, decision-making, and pattern recognition. AI can be categorized into narrow AI, 

which is designed for specific tasks (e.g., virtual assistants, recommendation systems), and general AI, 

which aims to mimic human intelligence across a wide range of activities. 

The Oxford English Dictionary defines AI as "the theory and development of computer systems able to 

perform tasks normally requiring human intelligence, such as visual perception, speech recognition, 
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decision-making, and translation between languages." The European Commission describes AI as 

"software that can, for a given set of human-defined objectives, generate outputs such as predictions, 

recommendations, or decisions influencing real or virtual environments." AI is widely applied in various 

fields, including healthcare, finance, law enforcement, education, and entertainment, significantly 

transforming industries and everyday life. 

2. Understanding Deepfakes and AI-Generated Misinformation 

Deepfake refers to synthetically altered or artificially generated media content, such as videos, images, or 

audio, created using artificial intelligence (AI) techniques like deep learning and generative adversarial 

networks (GANs). These manipulations can convincingly depict people saying or doing things they never 

did, making it difficult to distinguish between real and fake content. 

The Oxford English Dictionary defines deepfake as "a video, image, or sound recording that has been 

digitally manipulated to replace one person’s likeness or voice with that of another, often used to spread 

misinformation or create deceptive media." The Cambridge Dictionary defines it as "an AI-generated 

video or sound recording that has been changed to misrepresent someone, often used in misleading or 

harmful ways." Deepfakes have raised ethical, legal, and security concerns, particularly in politics, 

cybercrime, defamation, and misinformation campaigns. 

Deepfakes use Generative Adversarial Networks (GANs) to create highly realistic fake videos, audios, or 

images, making it difficult to distinguish between real and manipulated content. This technology has been 

misused for: 

• Political manipulation – Spreading false information during elections (e.g., deepfake videos of 

political leaders). 

• Financial fraud – AI-generated voices mimicking executives to authorize transactions. 

• Cyber harassment and defamation – Non-consensual deepfake pornography and reputational 

harm. 

• Fake news propagation – Creating realistic but false narratives to manipulate public opinion. 

AI-generated misinformation spreads rapidly on social media platforms, affecting decision-making in 

politics, business, and law enforcement. Due to its potential for harm, legal intervention is necessary to 

curb its misuse. 

3. Legal Framework in India 

India currently lacks specific deepfake legislation, but various laws address aspects of AI-generated 

misinformation and digital deception: 
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3.1. Information Technology Act, 2000 (IT Act) and IT Rules, 2021 

• Section 66D: Punishes impersonation using communication devices, applicable to deepfake 

identity fraud. 

• Section 67: Prohibits the distribution of obscene material, covering deepfake pornography. 

• IT Rules, 2021: Require social media platforms to remove harmful deepfake content within 36 

hours upon notice. 

3.2. Indian Penal Code (IPC), 1860 

• Section 469: Punishes forgery intended to harm reputation, applicable to deepfake defamation. 

• Section 500: Addresses defamation caused by AI-generated content. 

• Section 505: Penalizes the spread of false news leading to public mischief or unrest. 

With the enactment of the Bharatiya Nyaya Sanhita (BNS), 2023, the Indian Penal Code (IPC), 1860 has 

been replaced, bringing changes in criminal law, including provisions related to digital crimes like 

deepfake misinformation. The following sections of the BNS 2023 correspond to or replace the earlier 

IPC provisions related to defamation, forgery, and misinformation: 

• Section 169 (Replaces IPC Section 469): Punishes forgery intended to harm reputation, applicable 

to deepfake defamation. 

• Section 354 (Replaces IPC Section 500): Addresses defamation caused by AI-generated content. 

• Section 357 (Replaces IPC Section 505): Penalizes the spread of false news leading to public 

mischief or unrest. 

These provisions under BNS 2023 are crucial in tackling AI-generated misinformation and deepfakes, 

ensuring legal accountability for digital deception.  

3.3. Personal Data Protection Bill (PDPB), 2019 (Pending as the Digital Personal Data Protection 

Act, 2023) 

The PDPB aims to regulate the misuse of personal data in AI-generated content but does not explicitly 

address deepfakes. 

3.4. Election Laws 

The Representation of the People Act, 1951 criminalizes false statements about candidates, but lacks 

provisions for AI-generated misinformation in election campaigns. 

Challenges in India's Legal Framework 

• No dedicated deepfake law – Existing laws do not specifically criminalize AI-generated 

misinformation. 
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• Delayed takedown mechanisms – Harmful content spreads before action is taken. 

• Lack of AI forensic tools – Authorities struggle to differentiate deepfakes from authentic content. 

• Global jurisdiction issues – Deepfake content often originates from outside India, complicating 

legal action. 

4. Legal Responses to Deepfakes 

Several countries have enacted laws or proposed regulations to curb the misuse of deepfake technology: 

United States 

• DEEPFAKES Accountability Act (Proposed, 2019) – Requires deepfake creators to disclose 

AI-generated content. 

• California’s Deepfake Law (2019) – Criminalizes deepfake content aimed at influencing 

elections or creating non-consensual pornography. 

• National Defense Authorization Act (2021) – Directs the Pentagon to study deepfake threats. 

European Union 

• Digital Services Act (DSA), 2022 – Requires platforms like Facebook and YouTube to flag and 

remove AI-generated misinformation. 

• General Data Protection Regulation (GDPR) – Grants individuals the right to request takedown 

of manipulated personal content. 

China 

• Deep Synthesis Provisions (2022) – Mandates watermarking of AI-generated content and 

criminalizes deepfake misuse. 

• Cybersecurity Law (2017) – Holds platforms accountable for allowing deepfake misinformation. 

United Kingdom 

• Online Safety Bill (2023) – Imposes penalties on social media platforms for failing to tackle 

deepfake harms. 

The Online Safety Bill 2023 in the United Kingdom is a landmark legislation aimed at regulating online 

content, ensuring user safety, and holding tech companies accountable. Here are its salient features: 

1. Duty of Care for Platforms – Large social media companies and tech platforms must actively 

prevent harmful content, including child abuse, hate speech, and misinformation. 

2. Protection of Children and Vulnerable Users – Stronger measures to prevent children from 

accessing harmful content, such as age verification requirements. 
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3. Criminal Liability for Executives – Senior managers of tech companies may face criminal 

prosecution for failing to comply with safety duties. 

4. Illegal and Harmful Content Regulation – Covers content related to terrorism, revenge porn, 

hate crimes, and self-harm, requiring platforms to remove or mitigate risks. 

5. Regulatory Oversight by Ofcom – The UK's communication regulator, Ofcom, has been 

empowered to enforce compliance and impose hefty fines on companies that violate rules. 

6. Misinformation and Fake News Control – Platforms must address disinformation and ensure 

transparency in content moderation policies. 

7. Encrypted Messaging Services Regulation – While maintaining privacy rights, the bill requires 

services like WhatsApp and Signal to ensure child safety without compromising encryption. 

8. Stronger Protections Against Online Fraud – Includes safeguards against scams, deepfakes, and 

AI-generated fraud to protect consumers. 

9. Heavy Penalties for Non-Compliance – Companies failing to comply can be fined up to £18 

million or 10% of global annual revenue, whichever is higher. 

10. Freedom of Speech Considerations – While enforcing safety, the bill ensures platforms do not 

unfairly censor lawful free speech. 

This law significantly impacts big tech companies, social media platforms, and online service providers, 

aiming to make the internet safer and more accountable for users in the UK.  

5.Challenges in Global Regulation 

• Enforcement difficulties – Deepfake creators can remain anonymous or operate from 

jurisdictions with weak laws. 

• Balancing free speech and censorship – Over-regulation could restrict legitimate AI innovations. 

• Lack of uniform laws – Varying global regulations create loopholes for cybercriminals. 

6.Ethical and Human Rights Concerns 

Deepfakes and AI-generated misinformation raise serious ethical and human rights issues, including: 

• Privacy violations – Unauthorized manipulation of personal images. 

• Defamation and reputational harm – False content damaging individuals' credibility. 

• Threat to democracy – Deepfake-driven misinformation eroding trust in elections. 

• Psychological impact – Victims of deepfake harassment suffer mental trauma. 

The United Nations and Human Rights Organizations have called for global AI governance to prevent 

misuse while safeguarding innovation and free expression. 
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7.Need for a Comprehensive Global Framework 

To effectively combat AI-generated misinformation and deepfakes, a global legal framework should 

include: 

1. Mandatory AI watermarking – AI-generated content should be labeled to indicate its synthetic 

nature. 

2. Cross-border cooperation – Countries must collaborate on cybercrime laws and extradition 

treaties for deepfake perpetrators. 

3. AI detection tools – Governments should invest in forensic AI tools to verify digital content 

authenticity. 

4. Strict liability for platforms – Social media companies must be accountable for hosting and 

amplifying deepfake content. 

5. Education and awareness programs – Citizens should be trained to recognize and report 

deepfakes. 

8. Conclusion 

AI-generated misinformation and deepfakes pose a serious threat to truth, democracy, and digital security. 

While India and other nations have taken initial legal steps, current regulations remain fragmented and 

inadequate. A comprehensive legal framework that includes strict AI content regulations, international 

cooperation, and technological countermeasures is essential to curb the spread of deepfakes while 

balancing innovation and digital rights. As AI continues to evolve, proactive legal and policy responses 

are necessary to prevent its misuse in the digital age. 

References 

1. Bansal, S., & Singh, R. (2022). Artificial intelligence and legal implications: A case for deepfake 

regulation in India. Indian Journal of Law and Technology, 18(2), 123-145. 

2. Brennen, J. S., Simon, F. M., Howard, P. N., & Nielsen, R. K. (2020). Types, sources, and claims 

of COVID-19 misinformation. Harvard Kennedy School Misinformation Review, 1(3). 

3. Chander, A. (2021). How law can tackle deepfake technology. Stanford Technology Law Review, 

24(1), 45-78. 

4. European Commission. (2022). Digital Services Act and its impact on misinformation. Retrieved 

from www.europa.eu 

5. Goodman, B. (2023). Deepfakes and the law: Ethics and policy in the AI era. Harvard Law Review, 

136(2), 67-98. 

https://www.europa.eu/


        The Infinite                                                      Special Issue | Volume 1| Issue 1 | March 2025 

 

Prof. Ashok Kumar Rai Dr. Santosh Kumar                                                 Page | 77  

6. House of Commons. (2021). Deepfake technology and its risks to democratic processes. UK 

Parliamentary Report. 

7. Indian Ministry of Electronics and Information Technology (MeitY). (2021). Regulating 

misinformation and deepfake content under the IT Rules, 2021. Government of India Report. 

8. Kapoor, R., & Verma, P. (2022). Digital deception: Understanding the impact of AI-generated 

misinformation on Indian society. Journal of Cyber Law & Policy, 10(3), 112-139. 

9. Lin, P., & Solove, D. J. (2023). Deepfakes and privacy: Legal remedies for AI-generated harm. 

Fordham Law Review, 92(1), 89-113. 

10. Marr, B. (2023). How AI and deepfake technology are changing the future of media and 

cybersecurity. Forbes Tech Review. 

11. National Law University, Delhi. (2023). Deepfake regulations in India: A comparative study with 

global laws. NLU Journal of Law and Technology, 15(2), 98-132. 

12. Parliament of India. (2022). Cybercrime and AI regulations: The role of law in controlling 

deepfake threats. Standing Committee on IT Report. 

13. Russell, S., & Norvig, P. (2021). Artificial intelligence: A modern approach (4th ed.). Pearson. 

14. Schaefer, B. (2020). Deepfakes and digital manipulation: Assessing legal frameworks in the 

United States and European Union. Journal of Technology Policy & Ethics, 18(4), 267-294. 

15. Sharma, A. (2023). AI-driven misinformation and electoral integrity in India: A legal perspective. 

Indian Journal of Law and Society, 9(1), 45-78. 

16. Sreenivasan, M., & Thomas, R. (2023). AI-generated misinformation and national security 

threats: Legal interventions and ethical challenges. Global Security Law Review, 12(2), 210-239. 

17. Supreme Court of India. (2022). Legal remedies for victims of deepfake technology under Indian 

cyber laws. Judicial Review Journal, 8(3), 102-145. 

18. UNESCO. (2023). Artificial intelligence and misinformation: Strategies for global governance 

and policy responses. United Nations Educational, Scientific and Cultural Organization Report. 

19. United Nations. (2023). Tackling deepfake misinformation: International legal frameworks and 

recommendations. UN Cyber Law Initiative Report. 

20. Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the new 

frontier of power. PublicAffairs. 


